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Abstract—During the last years there have been many tech-
nological problems, among them, one of those that stands out
for its impact worldwide is Phishing, which is a Social Engi-
neering technique that seeks as a benefit to illegally appropriate
confidential and private information. In Peru, this problem is
spreading considerably due to the lack of interest of both state
and private entities in being able to make a contingency plan
against this problem, and more and more citizens are affected
and there is no clear statement or response from the authorities.
In response to this major problem, this paper proposes the use
of an intelligent system that uses a Random Forest algorithm,
which is based on machine learning and can detect in time the
URLs that may be malicious. The operation of the system is
based mainly on the analysis of the characteristics of the URLs,
which is complemented with a dataset with which the algorithm
was trained, and thus give a comprehensive detail of analysis.
According to the surveys made to the users of the system, a
great acceptance of the intelligent system was obtained due to
the precision that it has and in this way avoid falling in the
deceptions based on phishing techniques. The results of the use
of the Random Forest algorithm for this project were good,
having an accuracy of 0.98 compared to 0.93 of the Decision
Trees algorithm and 0.91 of Neural Networks algorithm.

I. INTRODUCTION

Phishing is the crime of tricking people into providing sen-
sitive information, such as passwords or credit card numbers.
As with Phishing, there are multiple ways to entrap victims,
but this tactic is among the most common. Victims receive
emails or text messages pretending to be a trusted person or
entity, such as: Banks or Government Agencies. When the
victim opens the email or text message, they are presented
with a frightening message intended to instill fear and impair
judgment. The message urges the victim to visit the website
and take immediate action or face the consequences. The
distinguishing characteristics of Phishing, ranging from the
bad wording, the type of logo and URL, also the type of
message that appears such as: suspended account, two-factor
authentication, tax refund or order confirmation where they
request personal information from the user.

New and more convincing ways to trick the user are
emerging. In a 2022 State Phish Report that was endorsed by
600 expert IT professionals, a survey was conducted by the
State Phish Report that in 2021, 83 percent of organizations
abroad (Australia, France, Germany, Japan, Spain, UK, France
and USA) suffered successful phishing attacks, 54 percent
ended in customer data breaches and 48 percent ended up with
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compromised credentials and accounts. Other consequences
of this survey were 46 percent ransomware infections, 44
percent had major data loss and 27 percent had malware
infections. According to in the FBI, in the year 2018, in the
world there has been a loss of about 2.7 trillion dollars, due
to phishing attacks. According to the Anti-Phishing Work-
ing Group (APWG 2018) organization, in 2018 there were
785,920 unique phishing web pages reported, this presented
a growth of 69.5 percent compared to the 463,750 cases
presented in 2014, in 2021 that there were more than 850
thousand reports and with that there was 6900 million dollars
of loss, indicating that the figure has been increasing over the
years. In a study called State of Cyber Risk in Latin America
in times of Covid-19, a survey of 600 Peruvian companies was
made where they confirmed that 49 percent of these companies
noticed that there was an increase of cyber attacks between
2020 and 2021, being Phishing the most common. And in the
face of this increase, only 20 percent decided to invest more
in their cybersecurity budgets. One solution is to be able to
detect them before they can deceive the user.

II. RELATED WORK

In this section, techniques, solutions and studies on phishing
detection will be reviewed and the different techniques will
be evaluated. In [44], the authors examined that the use of
the Internet as a means of communication has increased and
this also means a growing threat of information piracy for
both individuals and organizations. In [14], the author develops
an analysis where users are harmed by Phishing attacks, the
responses given by the users against the attack are verified,
as a result it is evaluated whether the users calibrated their
system. In [3], the authors explain the most used method by
cybercriminals to steal user data, this involves the channels
they use such as mail, SMS and social networks. Due to their
nature, as long as cybercriminals continue with their phishing
attacks many more people and organizations will suffer data
breaches. In [4], the author seeks to solve the problem that
users suffer from phishing attacks, this has established as a
means to steal private information through fraudulent websites
due to the evolution of electronic fraud techniques and the
ignorance of users. In [6], the authors also seek to solve the
problem of cyber phishing attacks, as these have become in
recent years a major threat to governments, businesses and in-



dividuals worldwide. Also, these have evolved rapidly causing
problems in their detection for existing methods. According
to [28], counterfeit and theft functions ensure high recovery
rates by avoiding missing detections as much as possible and
removing as many legitimate sites from the dataset as possible.
On the other hand, the multi-secular membership functions and
evaluation functions ensure high accuracy and low false detec-
tion rates. In [7], the main contribution of the paper is based
on proposing a novel approach using character-level URL
encoding to prevent phishing. In [32], the main contribution
of the paper is based on proposing machine learning models
that use a limited number of features to classify COVID-
19 related domain names as malicious or legitimate for the
purpose of improving anti-cyberattack or malware alternatives.
In [12], the authors conducted a systematic literature research
(SLR) to identify, evaluate and synthesize the results on Deep
Learning approaches for phishing detection as reported by
selected scientific publications. In [48], the authors contribute
with the MFPD framework, a phishing detection approach with
multidimensional features based on a fast detection method by
using deep learning. In [40], the main contribution of the paper
is based on proposing three mutation-based attacks, which
differ in the knowledge of the target classifier, and address a
key technical challenge: to automatically create an adversarial
sample of a known phishing website in a way that can mislead
the classifiers. In [10], sources confirm that Phishing is one
of the fastest growing cyber threats. This added to the easy
distribution of this attack, carried out over the Internet, are
factors that make the authors consider it pertinent to design
and implement a solution that is up to this growth. In [41],
the author provides an intelligent ensemble learning approach
based on weighted soft voting for the detection of phishing
websites. In [23], the author highlights that Phishing is the
method by which cyber attackers or cyber criminals trick
internet users to hand over their sensitive data associated with
their work, credit cards or personal data itself. Also in [26], the
authors argue that the number of pages created for fraudulent
purposes has increased over time with the development of
the e-commerce industry. Attackers or malicious agents use
means such as mail or SMS with fake messages to lure their
future victims and trick them into unwittingly handing over
their personal data.

In [19], the author proposes an approach to Phishing de-
tection that requires 9 lexical features for effective detection.
This is given in order to help users to see the legitimacy
or maliciousness of the URL. In [38], the authors propose a
real-time web page phishing detection system by analyzing
the URL of the page. The performance of such a system
is evaluated with seven machine learning classification algo-
rithms: Naive Bayes, Random Forest, kNN, Adaboost, K-star,
SMO and Decision Tree and two feature extraction techniques:
natural processing language (NLP) and word vectors or word
embedding. In [1], the authors aim to use different properties
of the URLs of websites and use a Machine Learning model
for the classification of URLs that are phishing or not. In [18],
the main contribution of the paper is based on a collaborative

approach for early detection of unwanted malicious emails
and its application in large enterprises. In [25], the main
contribution of the article is based on proposing a blockchain-
based computing verification protocol, called EntrapNet, for
distributed shared computing networks, an emerging underly-
ing network for many Internet of Things (IoT) applications.
All with the purpose of reducing the possibility of receiving
incorrect computing results from untrusted service providers
that have offered computing resources. In [30], the authors’
contribution was to present a simple but efficient deep learning
model for email classification. For it considers and applies
different performance measures to build a 3-class email filter
capable of separating emails. In [8], the authors seek to
resolve the absence of a classification algorithm that dominates
in terms of performance and efficiency for the proposed
systems. In [43], in this paper, the authors perform perfor-
mance experimentation of eight supervised learning classifi-
cation algorithms with three public datasets: UCI-2015, UCI-
2016 and MDP-2018. The algorithms used are the following:
AdaBoost (Adaptive Boosting), Classification and Regression
Tree (CART) or classification and regression trees, Gradient
Tree Boosting or gradient boosting, k-Nearest Neighbours or k
nearest neighbors, Multilayer Perceptron (MLP) or multilayer
perceptron, Naive-Bayes or naive Bayesian classifier, Random
Forest or random forests and Support-Vector Machine (SVM).
In [47], the proposed method includes 3 phases: Data col-
lection and preprocessing module, Feature extraction module
and Detection module. In [27], the main contribution of the
paper is based on proposing a multi-scale semantic information
of different web page modules and extracting multi-scale
semantic information of URL, title, body text and invisible
text (HTML tags) from both URL and HTML, and performing
their fusion from different depths, which is more efficient
compared to the methods based on limited text information,
third party services or artificial heuristic features. In [11],
the authors provide an engine that uses supervised machine
learning algorithms based on a combination of features that
are uniquely extracted from the URL to block phishing attacks.
In [35], the authors propose a logo-based phishing detection
mechanism to verify the identity between real and projected
entities of a website using a hybrid technique including image-
based similarity-based approaches and Machine Learning.
In [5], proposed a set of hybrid functions including URL
character sequence functions without the knowledge of an
expert, various hyperlink information, plain text and noisy
HTML data based functions within the HTML source code. In
[31], a phishing detection model is proposed using machine
learning techniques to partition the dataset to train a detection
model and validate the results using test data to capture
inherent features of email text and other features to classify
them as phishing or legitimate. In [22], the authors provide a
human-centric data-driven attention enhancement mechanism
for phishing prevention called ADVERT]I. In [51], the authors
contribute with OFS-NN, a model based on optimal feature
selection (OFS) and neural network (NN) method for phishing
website detection. In [42], the authors propose a framework



that employs deep learning and whose main function is to
detect URLs of phishing sites when they are entered in a
web browser. In [46], the authors propose a solution based on
the use of convolutional neural networks (CNN). The authors
comment that several cases of phishing occur when Internet
users do not recognize that the URL of the site they are visiting
has one or more “misspellings”. In [15], the authors propose
a system developed with an algorithm created by themselves.
The algorithm in question is called Cumulative Distribution
Function gradient (CDF-g), which will be employed to identify
features and the cutoff rank. In [9], the author proposes
SPWalk, which is an unsupervised feature learning algorithm
for Phishing detection, which are similar property nodes that
reference a collection of Phishing web pages or legitimate web
pages. In [29], the author presents different Machine Learning
based Phishing detection techniques, in addition to that he
analyzes different mechanisms and taxonomy used in each
detection technique followed by an upper bound computation
time. In [33], the author proposes a framework for detecting
phishing websites using a stacking model. For this, various
machine learning algorithms are going to be used. In [34], the
author proposes a comprehensive analysis of various machine
learning algorithms to evaluate their performance on multiple
datasets. In [17], the most effective technique against phishing
is education. Educated Internet users will know how to detect
when a phone message or email has phishing intentions. In
[49], the authors mention that they have come up with the
solution because, although there are currently techniques to
identify phishing cases on websites, they have some limita-
tions. On the one hand, for machine learning solutions, certain
features need to be extracted to train the models, which is
time-consuming and requires personnel with a certain level of
technical knowledge. In [21], the authors were able to identify
the existence of solutions proposed by other researchers for
phishing detection; however, they consider that these have
certain disadvantages in each of the techniques used, and for
this reason they fail to fully protect users from this type of
malicious attacks.

III. INTELLIGENT SYSTEM
A. Machine Learning

There are currently several solutions proposed by different
authors for detecting phishing on web pages; however, this
type of attack is on the rise and continues to find victims
in the digital world. Several researches have been conducted
to prevent, mitigate and even correct phishing attacks. Most
of the research focuses on the use of different machine
learning models, deep learning models and/or combinations
of models. Machine Learning is a discipline in the field of
Al, which is capable of identifying patterns in massive data
and making predictions, thus enabling computers to perform
processes autonomously and without the need to be previously
programmed. Machine learning and deep learning models
are mainly statistical models designed to perform specific
tasks effectively without external instructions, yet they lack
accuracy in performing those specific tasks, resulting in wrong

classifications. Behind Machine Learning there is a logic that
in this case is mathematics where algorithms are applied.
The most popular of these is “Classification”, it is one of
the tasks most frequently performed by so-called Intelligent
Systems. Therefore, a large number of paradigms developed
either by Statistics or Artificial Intelligence (Neural Networks,
Decision Trees and Random Forest) are able to perform the
classification tasks.

As a result of applying a classification method, two errors
will be made, in the case of a binary variable that takes values
0 and 1, there will be zeros that are incorrectly classified as
ones and ones that are incorrectly classified as zeros. From
this count the following classification table can be constructed:

Real Value Y;

Estimated Value Y

Y; =0 )

Y, =1 )
Y; = 0; (P11, Pr) 3)
Y; = 15 (P, Pa2) )

Where P;; and Pj5 will correspond to correct predictions
(values 0 well predicted in the first case and values 1 well
predicted in the second case), while P»; and Pss will corre-
spond to erroneous predictions (values 1 low predicted in the
first case and values O low predicted in the second case). From
these values you can define the following indices that appear:

« Hit rate
Quotient between the correct predictions and the total

predictions
Piy + P )
Py + P + Poy + P
o Error rate
Ratio of incorrect predictions to total predictions
Py + Poy ©)

Py + Pra + Po1 + P
o Specificity
Ratio between the frequency of correct zero values and
the total number of zero values observed

11+ Pa1

¢ Sensitivity
Ratio between the frequency of correct one values and
the total observed one values

Pys

—_— 8
Piy + Poy ®)



« False zero rate
Ratio between the frequency of incorrect zero values and
the total zero values observed

Py
21 9)
P+ Py (

o False ones rate
Ratio between the frequency of incorrect one values and
the total observed one values

Pro
Pra + Pa
B. Artificial neural networks

(10)

A neural network is a method of artificial intelligence
that teaches computers to process data in a way that is
inspired by the way the human brain does. This is a type
of machine learning process called deep learning, which uses
interconnected nodes or neurons in a layered structure that
resembles the human brain. It creates an adaptive system that
computers use to learn from their mistakes and continually
improve. In this way, artificial neural networks try to solve
complicated problems, such as document summaries or face
recognition, with greater precision.

What has attracted the most interest in neural networks is the
possibility of learning. Given a given task to solve, and a class
of functions F, learning consists of using a set of observations
to find f* € F which solves the task in some optimal way.

This implies the definition of a cost function:

C:F—>R (11)
such that, for the optimal solution:
[5C(f) S C(f)Vf e F (12)

That is, no solution has a cost less than the cost of the
optimal solution.

C. Decision tree

They are statistical algorithms or machine learning tech-
niques that allow us to build predictive data analytics models
for Big Data based on their classification according to certain
characteristics or properties, or on regression through the
relationship between different variables to predict the value
of another. .

A tree can be “learned” by partitioning the initial set
into subsets based on an attribute value test. This process is
repeated on each derived subset in a recursive manner called
recursive partitioning. The recursion ends when the subset at
a node all has the same value of the target variable, or when
the partition no longer adds value to the predictions. This
top-down induction of decision trees (ITDAD) process is an
example of a greedy algorithm, and is by far the most common
strategy for learning decision trees from data.

The data comes in records of the form:

(J;vY) = ($1,$2,$3,...,$k,Y) (13)

The dependent variable, Y, is the target variable that we are
trying to understand, classify, or generalize. The vector x is
made up of the input variables, x1, x2, z3 etc., which are used
for that task.

D. Random Forest

Random forest is a set of decision trees that solve classifica-
tion and regression problems, one of the most important fea-
tures is data management. They present estimates of variable
importance, that is, neural networks. It also provides a great
way to handle missing data. Missing values are replaced with
the variable that occurs most frequently at a particular node.
Among all available classification methods, random forests
provide the highest accuracy. The Random Forest technique
can also handle large data with numerous variables running
into the thousands. You can automatically balance data sets
when one class is less prevalent than other classes in the data.
The method also handles variables quickly, making it suitable
for complicated tasks.

Whether you have a regression or classification task, Ran-
dom Forest is an applicable model for your needs. It can
handle binary features, categorical features, and numeric fea-
tures. There is very little pre-processing that needs to be
done. The data does not need to be rescaled or transformed.
It’s faster to train than decision trees because we’re only
working on a subset of the features in this model, so we can
easily work with hundreds of features. The prediction speed
is significantly faster than the training speed because we can
save the generated forests for future use. The Random Forest
algorithm training applies the general aggregation technique,
giving a training set:

X =x1,..xp (14)
with answers:

Y =y1,..Yn (15)
With “n” times a random sample is selected and with
them the trees are adjusted to this sample. With “n” training

instances of “X”, “Y” becomes X,,, Y,,.
f= iEnjf (') (16)

N n=1 !

After training, predictions for the unseen samples X’ are
made by averaging the predictions of the individual regression
trees at x’.

TABLE I
SOLUTIONS
Neural Networks | Decision tree | Random Forest

Standars Score Score Score
Adaptability 3 3 4
Integration 3 1 3
Efficiency 4 4 4
Total 10 8 11




The previous table explains the reason why Random Forest
was used, adaptability, integration and efficiency were evalu-
ated. The three solutions are very good and developable, but
Random Forest manages to be better as a solution for the
present project.

E. Smart System

This proposal proposes to be able to detect Phishing in real
time by identifying URL’s, for which our system will have
as its main task the exact detection of Phishing of a URL,
which usually arrives in emails or text messages that are sent
by cyber criminals. The system begins when the Administrator
enters the "ENTRY” module and starts the system and creates
a network, in which you can create different accounts and be
able to manage them independently and / or together, once an
account is created it is assigned to a user, which you can log
in with your respective credentials. The user already with their
credentials created from a device (PC or laptop), connected to
the internet, enter the system, which is hosted on Heroku (Fig

1).
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Fig. 1. Physical Architecture.

In the case of Logical Architecture, it is presented how the
system is composed, Front End and Back End, the Front End
is using HTML, Java Script, CSS library and Bootstrap that
are the presentation layer. In the case of the logical and data
layer, which is the Back end, it is made up of the Machine
learning technique, Python language, and the database, which
is MySql (Fig. 2). With both layers the system is developed
and allows the detection of URLs with Phishing.
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Fig. 2. Logic Architecture.

With both layers, the start, registry, login and analysis
system interfaces are shown:

Consulta

Con Nosotros

Tenemos la mejor solucién tecnolégica antiphishing jamés hecha. Estamos,
listos para los retos y combafir esos problemas que tanto molestan alos
usuarios.

Fig. 3. Homepage.

In the beginning part, the following buttons are shown as
”About” where the timeline, mission and vision are explained;
the “Services” offered by the intelligent system; the “Work
Team” where the individuals involved in the system are
detailed and finally the "Login”.

Iniciar Sesion

Fig. 4. Login.

In the login part we enter the previously registered data, in
case they did not have credentials, the user must register.

Registrarse

e Zouoeo PN a regeaw e

Fig. 5. Sign in.

In the registration part, the user must register with a
username, a valid email, a password and choose a role.

In the part of the validator is where to place the link of
suspicion of Phishing and we click on validate.
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Fig. 7. Analyzed link.

Once the link has been analyzed we can see the details of
why it is legitimate or suspected of Phishing.
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Fig. 8. Detail.

Here it is possible to appreciate that it was valid for the link
to be valid or suspected of phishing.

IV. EXPERIMENTS
A. Dataset

The functions that were taken were from a public Dataset,
hosted in the Kaggle repository [33]. The creators of this
Dataset classified the basic characteristics that should be able
to identify a suspicious URL in this case, such as the domain,
URL length, the position of the “//”, HTTPS, number of times

the website is redirected, etc. With this, our model is trained
in such a way that over time it manages to predict a Phishing
page more effectively.

The dataset indicates whether the URL is legitimate or
suspected Phishing. In addition to this, within the dataset it
already has a considerable number of pages that have already
been cataloged as suspected Phishing, so when they are a URL
already included in the dataset, the response time is faster (Fig.
9).

Fig. 9. Dataset URL.

B. Model Training

In this phase, there is a considerable amount of data, which
is separated into a part for training the algorithm and giving
all the information so that it successfully finds the necessary
patterns and later so that its predictions are much more
accurate.

1 y_pred_prob = classifier.predict_proba(X_test)

1 false_positive_rate, true positive rate, thresholds = roc_curve(y_test, y_pred prob[:,1])

auc(false

© 1rocauc-

2 roc_auc

8.9952573015508117

Tabla de Caracteristica Operativa del Receptor

Bsa de Verdaderos Positivos

— AUC=09353

08 10

04 06
Tesa de Falsos Positivos

Fig. 10. Algorithm training.

C. Results obtained

Once the training with the three solutions, which are
Artificial Neural Networks, Decision Trees and Random
Forest, is finished, the data obtained from the three
algorithms will be used for the testing phase. With which
we will be able to ask the algorithms questions and evaluate
the answers that each one gives, that is, we will know in
the training phase which algorithm was more successful and
which not so much.
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Receiver Operating Characteristic Table

TABLE Il

DT
precision | recall | fl-score | support
-1 0.93 0.88 0.90 1249
1 0.90 0.94 0.92 1515
accuracy 0.91 2764
macro avg 0.92 0.91 0.91 2764
weighted avg 0.91 0.91 0.91 2764
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TABLE III
RF
precision | recall | fl-score | support

-1 0.99 0.92 0.94 1249

1 0.98 0.97 0.95 1515
accuracy 0.95 2764
macro avg 0.95 0.95 0.95 2764
weighted avg 0.95 0.95 0.95 2764

10

Normalized confusion matrix

The previous table and graphs show us the results obtained

from the training of the decision tree algorithm and we see
that from each graph the necessary and relevant information
is extracted to form the table and give its precision, which in
this case was 0.99 and 0.98. arriving in the first place and the
reason why the present project uses said algorithm.

True label

Confusion matrix without normalization

1400

1200

1000

800

- B0

- 400

- 200

09
0.5
-1 07
_ L
R
=
E -5
-0
11 L
-2
| Fo1
-1 1
Predicted label
Fig. 18. Confusion matrix norm. NN
Receiver Operating Characteristic Table
10 - p
J'F :
.-"J
ED-E ) -
[1x] -
e e
.
Zos6 -
= -~
uwl -
o] .
E0.4 -
15 ‘;"
= -
| ’.a
Fn2 o
oo b —— ALIC = 0.8753
T T T T T T
0.0 0.2 0.4 Y 0.8 10

False Positive Rate

Fig. 19. False positive rate NN

The previous table and graphs show us the results obtained
from the training of the decision tree algorithm and we see
that from each graph the necessary and relevant information
is extracted to form the table and give how much its precision
was, which in this case was 0.91 and 0.93. coming in second
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Fig. 17. Confusion matrix without norm. NN

TABLE IV
NN
precision | recall | fl-score | support

-1 0.91 0.92 0.92 1249

1 0.93 0.92 0.93 1515
accuracy 0.92 2764
macro avg 0.92 0.92 0.92 2764
weighted avg 0.92 0.92 0.92 2764




place.

TABLE V
RESULTS COMPARISON

DT
0.93

RF
0.99

NN
0.91

The table above shows the classification results of each of
the 3 algorithms mentioned in the project. The 3 algorithms
have a good performance for the work, however, the one that
stands out the most is the Random Forest algorithm with its
0.99 efficiency.

V. CONCLUSIONS

Machine learning algorithms for phishing detection have
helped to reduce cyberattacks, so the proposed intelligent
system must grow and have greater precision at the time
of phishing detection. With proper algorithm training, the
decision when choosing an algorithm will be very accurate.
Cyber attacks have increased and will continue to increase, but
the correct way to counter them is with the help of systems
and education on how to detect phishing on web pages. The
intelligent system for detecting phishing on the pages had a
successful deployment thanks to the selected machine learning
method, which in this case is Random Forest. Random Forest
was chosen for its random classification method that allows a
better and faster search. The intelligent system was tested by
3 expert users in the financial sector and with knowledge of
Systems Engineering and 20 basic users without experience
in the field, the results indicate that the proposed system is
functional and friendly, for which a user without knowledge of
systems could easily navigate the application. With a survey of
fifteen users without knowledge in the field, more than ninety
percent indicated that the system is friendly and easy to use,
they also indicated that they understand the results obtained
from the analysis of the URLs. The proposed intelligent
system has a continuity plan and therefore its detection in the
future will be more accurate and of great help to the virtual
financial community.
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